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Abstract. Random forests are classical ensemble algorithms that
construct multiple randomized decision trees and aggregate their pre-
dictions using naive averaging. Zhou and Feng [51] further propose
a deep forest algorithm with multi-layer forests, which outperforms
random forests in various tasks. The performance of deep forests is
related to three hyperparameters in practice: depth, width, and tree
size, but little has been known about its theoretical explanation. This
work provides the first upper and lower bounds on the approximation
complexity of deep forests concerning the three hyperparameters.
Our results confirm the distinctive role of depth, which can expo-
nentially enhance the expressiveness of deep forests compared with
width and tree size. Experiments validate these theoretical findings.
The detailed proof and code are available in the full version [31].

1 Introduction

Random forests [8] and neural networks [2] are regarded as two con-
trasting approaches to learning. The former is considered more suit-
able for modeling categorical and mixed data, such as medical diag-
nosis analysis [4] and financial anomaly detection [1]. In contrast, the
latter is better suited for modeling numerical data, such as computer
vision [25] and natural language processing [15]. Random forests are
favored for the tree-based intuitive inference, which makes them eas-
ier for users to understand and utilize [8]. On the other hand, neural
networks are renowned for their distinguishing performance when
dealing with complex data, even though they are often perceived as
opaque black-box models that are difficult to comprehend [34].

Recently, deep learning [26] has significantly improved the ex-
pressiveness and performance of neural networks. Expressiveness of
a model implies its hypothesis class complexity, and higher expres-
siveness implies higher approximation efficiency. Numerous stud-
ies have demonstrated that, within the neural network architecture,
depth plays a crucial role in efficiently representing complex data,
surpassing width exponentially [13, 17, 22, 40]. Neural networks
rely on gradient propagation for training, but their performance on
many categorical datasets is often inferior to that of traditional tree-
based learning algorithms. Therefore, many real-world tasks require
algorithms composed of non-differentiable modules, such as random
forests [8, 19], GBDTs [10, 24], etc.
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Figure 1: Illustration of the deep forest architecture.

By realizing that the essence of deep learning lies in layer-by-layer
processing, in-model feature transformation, and sufficient model
complexity, Zhou and Feng [51] propose the first non-differentiable
deep model based on decision trees, known as deep forest. In prac-
tice, deep forests outperform various ensemble algorithms based on
decision trees and have been involved in real applications such as
biomedicine [21], smart water management [27], and financial risk
assessment [48], etc. Various adaptations of deep forests have ex-
celled in diverse learning scenarios [39, 41, 46], and efforts are ongo-
ing to improve the learning efficiency and reduce the computational
cost for large-scale deep forests [29, 35, 50].

The success of deep forests in practice has attracted attention for
its theoretical analysis. Regarding layer-by-layer processing, Lyu
et al. [28] prove that deep forests can optimize sample margin dis-
tributions layer by layer, thereby alleviating the overfitting risk. The
axis-aligned structure of decision trees is considered to prove that
layer-by-layer processing significantly improves the consistency rate
of random forests [3, 30]. In terms of in-model feature transforma-
tion, a line of work shows that new features based on predictions can
easily cause overfitting risk, and propose a novel feature representa-
tion method based on decision rules [11, 29, 35]. However, there is
still a lack of theoretical explanation for sufficient model complexity.

As shown in Figure 1, a single decision tree serves as the unit of
a deep forest, then the number of parameters in a decision tree is
referred to as the ‘tree size’. Each layer of deep forests consists of a
certain number of decision trees. This is known as the ‘width’ of deep



forests. Additionally, predictions from each layer are transmitted to
the next layer as augmented features. This iterative process continues
for a specified number of layers, which is referred to as the ‘depth’
of deep forests. These three hyperparameters impact the complexity
of deep forests in practice. Notably, the depth distinguishes the deep
forests from individual decision trees and random forests. However,
the theoretical advantage of depth remains unclear.

Contributions. In this paper, we show the advantages of depth over
width and tree size from the perspective of expressiveness (refer to
approximation complexity in Definition 1), focusing on the general-
ized parity functions and a simplified architecture of deep forest. The
main contributions can be summarized as follows:

e We show that depth is more powerful than tree size and width from
the aspect of expressiveness. Specifically, we prove the advantage
of depth over tree size by separation results of expressing parity
functions and the worst-case guarantees, as shown in Theorems 1
and 2, respectively. We show that depth can be more efficient than
width by separation results, as shown in Theorem 3.

e We further demonstrate the power of depth from the aspect of
learning in experiments. Specifically, we construct a product dis-
tribution to learn parity functions and verify our theoretical find-
ings via simulation. Real-world experiments also support the effi-
ciency of depth in deep forests.

Organization. The rest of this work is organized as follows: Sec-
tion 2 introduces related work. Section 3 provides basic notations and
definitions. Section 4 compares depth, width, and tree size in deep
forests via expressiveness. Section 5 presents experiments to confirm
the theoretical results. Section 6 concludes with future work.

2 Related work

Random forests aggregate multiple decision trees along the width di-
mension to improve performance. Therefore, theoretical properties
of width have attracted significant interest [5, 14]. Breiman [8] of-
fers an upper bound on the generalization error of random forests in
terms of correlation and accuracy of individual trees. In recent years,
various theoretical works [6, 5,23, 18, 52] have been performed, ana-
lyzing the consistency of various simplified forests, and moving ever
closer to practice. Scornet et al. [37] prove the first L3-consistency
of Breiman’s original random forests with CART-split criterion [9].
Wang et al. [42] show that a larger width can enhance the stability of
random forests. Curth et al. [12] present the adaptive smoothing be-
havior of random forests over decision trees. Additionally, tree size
plays a crucial role in random forests. Scornet et al. [37] prove that
limiting the size of decision trees can lead to insufficient diversity,
which slows down the consistency rate.

Although deep forests achieve satisfactory performance in many
tasks, there lacks theoretical discussions on how the depth, width,
and tree size impact the capability of deep forests. Approximation
complexity reflects the capability of approximating certain func-
tion classes and is widely studied in neural networks to compare
the impact of different hyperparameters on approximation efficiency.
Many attractive conclusions are derived from analyzing approxima-
tion complexity of neural networks, such as depth is more powerful
than width and activation complexity [33, 17, 38, 13, 40, 20], and
complex-valued networks are more powerful than real-valued net-
works [47, 44]. This paper takes the first step towards investigating
approximation capability for tree-based models and proves that depth
can be more powerful than width and tree size in achieving sufficient
model complexity using fewer number of leaves.

3 Preliminaries

Let ¥ = A} x &z X -+ x X, denote the n-dimensional discrete
input space, where X7, Xs,..., X, C R are finite sets. For sim-
plicity, these finite sets are supposed to share the same domain, i.e.,
Xy ==X, = [p] :={1,2,...,p}. We consider the binary
classification problem in this paper, i.e., the target concept c is a map-
ping from the input space X’ to the output space Y = {—1,+1}. Let
v; indicate the i-the coordinate of the vector v, and dim(-) denotes
the dimension of a vector or a space.

This work focus on the expressiveness of decision trees, forests,
and deep trees, where trees in forests and deep trees have a re-
stricted number of leaves. These three models have one unrestricted
and two restricted hyperparameters, as shown in Table 1. We pro-
ceed to provide formal definitions for the size of the three men-
tioned models. Let Pt denote the parameter space of binary deci-
sion trees, which satisfies the following requirements: i)  C Pr;
ii) (4;24;©1; Or) € Pr holds for any ¢ € [dim(X)], z; € A}, and
Or,0r € Pr. Then any parameter © € Pr determines a decision
tree as follows

O, dim(©) =1,
ho,(z), dim(©)>1andze, < O2,
hop(z), dim(©)>1andze, > O:.

All such trees form the hypothesis space of decision trees

ho(x) =

Hr(X,Y)={he : X =YV |O € Pr}.

Table 1: Hyperparameters of tree-based models.

Tree Size Width Depth
Tree Unrestricted Restricted Restricted
Forest Restricted Unrestricted Restricted
Deep Tree Restricted Restricted Unrestricted

Define dim(he) = dim(O) as the size of a tree he € Hr. A
decision tree with m parent nodes satisfies dim(heo) = 3m + 1. We
are also interested in decision trees of restricted size. More specially,
the maximal number of parent nodes is set as twice the input size for
simplicity, or equivalently,

Hro (X, V) = {ho € Hr | dim(he) < 6dim(X) + 1}.

Let M (v) represent the mode (or majority vote) of the vector v.
When the mode is not unique, we set M (v) by uniformly randomly
choosing one from all modes. We focus on the forests composed of
trees with restricted size, whose hypothesis space is

Hr(X,Y) ={h|3IN €NT ho,,...,hoy € Hro(X,),
Sth(z) = M(he, (@), ... ho (@)},
and dim(h) = dim(he,) + - - - + dim(he ) is the size of a forest
heHp Letf: X — Yandg: X x Y — Z be two mappings.

Define the cascade composition of g and f as g @ f = g(z, f(z)).
Then the hypothesis space of restricted-tree-size deep trees is

Hor(X,Y) ={h|3D eN* ho, € Hro(X,)),
heg,...,hep € Hro(X X V,)),
st.h=he, ®---®he,},

and dim(h) = dim(he,) + - - - + dim(he,) is the size of a deep

tree h € Hpr. We then introduce approximation complexity, which
is used to compare the expressiveness of different models.



Definition 1. Let H denote a hypothesis space, c represents a target
concept, € € [0, 1] indicates the approximation error, and D is a dis-
tribution on the input space X. Define the approximation complexity
C(H,c,D,¢) as
C(H,c,D,e) = min{dim(h) | Pr_[h(x) # c(x)] < €}.
heH x~D

The approximation complexity C(H, ¢, D, €) measures the num-
ber of parameters required to express target concept c using models
from the hypothesis space H, under the distribution D and within an
error tolerance e. It shows the expression capability of the hypothesis

space, which is the premise of promising performance. A summary
of mathematical symbols is provided in full version [31].

4 Main results

In this section, we demonstrate theoretical advantages of depth over
tree size and width from the perspective of approximation complex-
ity. In Section 4.1, we provide the definition and several useful prop-
erties of generalized parity functions. Sections 4.2 and 4.3 show the
advantage of depth over tree size and width, respectively, when ap-
proximating generalized parity functions.

4.1 Generalized parity functions

We first define the generalized parity functions
c(x) = (-)I*I for @ e [p|,

which degenerates to the parity function when p = 2. We proceed to
introduce the notion of label-connected sets, which is used to char-
acterize the complexity of parity functions.

Definition 2. Let x,y € X denote two input vectors, r > 0 is
a positive real number, and f : X — {—1,1} represents a clas-
sification mapping. Vectors « and y are (r, f)-label-connected if
there exist n input vectors z1 = ®,22,...,2n, = Y € X, such
that ||ziv1 — zil|1 < 7 and f(zit1) = f(z:) holds for any
i € [n — 1). The (r, f)-label-connected set of vector x is defined
as Cry(x) = {y € X | « and y are (r, f)-label connectedy}.

We mostly focus on the (1, f)-label-connected sets throughout
this paper. When the input dimension is 2, imagine the input space
X as a chess board, the points with the same label to @ as pools,
and the other points as mountains. Two adjacent pools are connected
and otherwise severed. Then the (1, f)-label-connected set of x de-
picts the water area containing . From this intuitive explanation, it
is observed that either two points share the same water area (label-
connected set) or their water areas are disjoint. We formally claim
this property for general label-connected sets in the following lemma
and provide rigorous proof in the full version [31].

Lemma 1. Let x,y € X denote two input vectors, v > 0 is a pos-
itive real number, and f € Fx represents a classification mapping.
Then either Cr 5 (x) = Cr,#(y) or Cr.s(x) N Cr 7 (y) = @.

Lemma 1 shows that the label-connected sets of two inputs are ei-
ther the same or disjoint. Then label-connected sets of all inputs form
a partition of the input space by the connectivity of labels. The car-
dinality of the partition reflects the complexity of the function since
each element of the partition corresponds to a constant piece of the
function. For the simplest constant function, the cardinality equals 1.
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(a) Step 1. Split the plane into
strips, where the same pattern have  ter gathering strips with the same
the same pseudo label. pattern using the pseudo labels.

Figure 2: A 2-dimensional demonstration of the construction of the
deep tree expressing the parity function. Circles and crosses at inte-
gral points are positive and negative classes, respectively. Rectangles
indicate tree leaves.

(b) Step 2. Assign final labels af-

For parity functions, the function values are different on any two ad-
jacent inputs, leading to an exponential cardinality when considering
(1, f)-label-connected sets. The following lemma formally presents
the cardinality for parity functions and is proved in the full version
[31].

Lemma 2. Let X = [p|" be the input space, and c(x) = (—1)1=I
is the generalized parity function with * € X. Then we have

1. [{Crc(2)} =p".

2. |{Cre(®) | e() = 1} = {Che(@) | c(m) = —1}|| < L.

Lemma 2 demonstrates two properties of parity functions. The first
one implies that the cardinality of all label-connected sets is expo-
nential of input dimension n, and the second one shows that the car-
dinality of positive label-connected sets is almost the same as that of
negative ones. Thus, a parity function is a piecewise constant func-
tion with exponential pieces, and both positive and negative pieces
are exponential. This makes parity functions hard to approximate us-
ing piecewise constant functions with polynomial pieces, including
decision trees with polynomial leaves. We formally present the hard-
ness of approximation in the following lemma and provide detailed
proof in the full version [31].

Lemma 3. Let ht € Hr represent a decision tree with L leaves, c
denotes the parity function. Define E(hr,c) = {x € X | hr(x) #
c(x)} and P(ht,c) = {x € X | hr(x) = c(x)} as the error set
and proper set of the decision tree hr, respectively. Then we have
|€(hr,0)| = (p" — L)/2 and |P(hr, ¢)| < (p" + L)/2.

Lemma 3 provides a lower bound of the cardinality of misclassi-
fied inputs when approximating parity functions using decision trees.
As long as the number of leaves in a decision tree is polynomial
with respect to the input dimension, the lower bound is dominated by
Q(p™). Thus, decision trees suffer an (1) classification error under
the uniform distribution unless the number of leaves is exponential.

4.2  Depth is more powerful than tree size

In this subsection, we compare the efficiency of depth and tree size,
beginning with the advantage of depth.

Theorem 1. For any input space X, there exist a concept ¢ and a
distribution D over X, such that

C(Hpr,¢,D,¢e) < 10pn and C(Hr,c,D,e) > p"/2

holds for any € € [0,1/4].
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(a) Case 1: One more correct  (b) Case 2: The same number of cor-
point than mistaken points. rect points as mistaken points.

Figure 3: A 2-dimensional demonstration of the relationship between
the number of correct points and the number of mistaken points in a
tree leaf, where rectangles, circles, and crosses represent tree leaves,
correct points, and mistaken points, respectively.

Theorem 1 shows that there exists a classification mapping such
that restricting the depth requires increasing the tree size polynomi-
ally (with respect to the feature complexity p) or exponentially (with
respect to the input dimension 7). This indicates the efficiency advan-
tage of depth over tree size in approximating particular functions.

The key observation of proof is that each leaf of a decision tree
corresponds to a continuous area with the same labels, while each
leaf of a deep tree may assign the same label to many disjoint areas.
This phenomenon motivates us to construct the parity function, i.e.,
c(x) = (=1)I®II, which maximizes the number of disjoint areas
since any two points with the same label are not connected.

For deep trees, the upper bound is proven by construction. Take
the 2-dimensional case as an example. As shown in Figure 2a, the
first part of the deep tree splits the plane into strips using the first co-
ordinate of input. There are only two patterns among all strips since
the target concept c is the parity function. The leaves of the first part
assign pseudo labels to these strips according to their patterns. Then
as shown in Figure 2b, the second part utilizes the pseudo labels to
gather strips with the same pattern and assigns the final labels. Since
strips are gathered according to their patterns, each leaf of the sec-
ond part can label half a line of points, which reduces the complexity
dramatically. This intuitive construction can be directly extended to
arbitrary input dimension and feature complexity, which leads to a
deep tree with n parts and O(p) leaves in each part, i.e., the approx-
imation complexity is O(pn).

For decision trees expressing the parity function, a basic obser-
vation is that the number of correctly labeled points cannot exceed
that of mistakenly labeled in any leaf plus 1. As shown in Figure 3a,
the number of correctly labeled points is one more than that of mis-
takenly labeled points when all widths of the leaf are odd numbers
and the leaf receives the dominant label. In the other case as shown
in Figure 3b, the number of correctly labeled points equals that of
mistakenly labeled points when some width of the leaf is an even
number. Thus, a decision tree must grow one more leaf to increase
the number of correctly labeled points by 1, which only promotes the
accuracy by 1/p™. Therefore, a decision tree requires at least Q(p")
leaves to enhance the accuracy by a constant.

We then study the dual problem of Theorem 1, i.e., does deci-
sion tree possess an exponential efficiency advantage over deep trees
when expressing suitable concepts? The next theorem provides a
negative answer for this question.

Theorem 2. For any input space X, any concept c, any distribution
D over X, and any € € [0, 1], one has

C(Hpr,c,D,e) < (4n + 1)C(Hr, ¢, D,¢).

Theorem 2 provides the worst-case guarantee for deep trees by
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(c) Splitting after the root node of (d) The second layer of the con-
the second layer of the deep tree.  structed deep tree.

Figure 4: A demonstration of expressing a decision tree using a deep
tree. Circles, crosses, and triangles represent positive, negative, and
unlabeled points, respectively. Rectangles indicate tree leaves.

showing that for all classification mappings, the approximation com-
plexity of deep trees is no more than that of decision trees multiply-
ing a factor linear in the input dimension n. Although decision trees
might prevail over deep trees, the advantage of decision trees cannot
transcend an upper bound linear in n, which is exponentially smaller
than the superiority of deep trees over decision trees as demonstrated
in Theorem 1. This tremendous gap between exponentiality and lin-
earity indicates that deep trees outperform decision trees consistently
from the perspective of approximation complexity.

The main idea of the proof is that a deep tree can represent a de-
cision tree leaf by leaf, i.e., each layer of the deep tree depicts a leaf
of the decision tree and the cascade structure gathers these leaves to-
gether. Take a 2-dimensional case as an example. Figure 4a exhibits
the output of a decision tree and we aim to find a deep tree with the
same pattern as the given decision tree. It is observed that the deci-
sion tree assigns negative labels to two leaves, which motivates us to
build a 2-layer deep tree. As shown in Figure 4b, the first layer of
the deep tree simply divides the input space along the boundary of a
positive leaf. Then this positive leaf obtains a positive pseudo label,
and the other leaves receive negative ones. Figure 4c illustrates the
root node of the second layer of the deep tree, which utilizes the cas-
caded dimension to provide positive labels for points with positive
pseudo labels and remains the rest points unlabeled. Then as pic-
tured by Figure 4d, the rest nodes of the second layer directly isolate
the input space along the frontier of the other positive leaf, label-
ing this leaf as a positive leaf and the rest ones as negative ones. One
can immediately extend this construction to general input dimensions
and decision trees. The number of layers of the constructed deep tree
does not surpass the number of leaves of the decision tree, which pos-
sesses the same order of the approximation complexity as deep trees.
Meanwhile, each layer of the deep tree just separates a hyperrectan-
gle from the input space, which requires O(n) parameters. Thus, the
approximation complexity of deep trees is at most of order n times
the approximation complexity of decision trees.



4.3 Depth can be more powerful than width

In this subsection, we compare the efficiency of depth and width.

Theorem 3. For any input space X, there exist a concept c and a
distribution D over X, such that
C(Hpr,¢,D,0) < 10pn and C(Hr,c,D,0) = p"

Theorem 3 shows that there exists a classification mapping such
that depth undertakes a more important role than width to efficiently
express this mapping. The construction of the concept inherits the
idea in Theorem 1, i.e., the concept c is the parity function. For deep
trees, the proof remains the same as that of Theorem 1. For forests,
we prove the lower bound of approximation complexity by analyzing
the total counts of correctly labeled points. In order to label a point
properly, there should be at least one more tree assigning the correct
label than the wrong label. Thus, each point contributes at least one
more count to the total counts of correctly labeled points than the
total counts of mistakenly labeled points. As shown in Figure 3 and
its explanations, one leaf cannot cause a distinction larger than 1 be-
tween the number of correctly labeled and mistakenly labeled points.
Thus, the number of leaves is no less than the number of points in the
input space, leading to Q2(p™) approximation complexity.

5 Experiments

In this section, we verify the power of depth in experiments. Sec-
tion 5.1 introduces the construction of a product distribution, which
is important to learn parity functions in simulation. Section 5.2 veri-
fies theoretical findings via simulation. Section 5.3 shows the advan-
tage of depth in real-world experiments.

5.1 Product distributions

As shown in Section 4, generalized parity functions can be efficiently
expressed by deep trees under any distribution. But from the aspect of
learning, it is known that parity functions with uniform distributions
are hard to learn using decision trees since there is no impurity gain at
early splits [7, 49, 32]. This motivates us to investigate the existence
of a specific distribution to demonstrate the power of depth in both
approximation and learning. When considering learning tree-based
models in experiments, we focus on the hypercubic input space [p]™
with p = 4 and the following probability mass function

= Hfz’(l’i)

where f; : [p] — R denotes the probability mass function of a 1-
dimensional random variable defined by

Ve € [p]"

=Y =1

=y Z- b, b

fi(2) =

S

where b; = 2 + a + a' denotes the normalization coefficient, and a
represents a constant. The constructed distribution is a product dis-
tribution parameterized by the constant a. The constant a controls
the extent of asymmetry and should be large enough to support effi-
cient learning of parity functions using deep trees. In experiments, it
suffices to choose a = 3 while it fails when a = 2.

The intuition behind the construction is that the distribution should
be highly asymmetric to meet two requirements. Firstly, the root node
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(a) The uniform distribution. The
root node splits at random, and tribution. The root node splits at
there is no impurity change. x = 2.5, and impurity decreases.

Figure 5: A 2-dimensional demonstration of parity functions with the
uniform distribution and the constructed product distribution. Grids
with red shadow have negative labels, and grids with blue dots have
positive labels. The number in each grid represents the relative mag-
nitude of the probability mass function, and a = 3 is a constant.

(b) The constructed product dis-

input feature (xq, x3)

x2<15 x2<35 x2<15 x2<35 xZ<15 xz<35 x2<15 x2<35

(a) The learned decision tree.

input feature (x,x,) new feature x3 + input feature (xq,x)

(<15 (<35 ) (a<15 (<35

(b) The learned deep tree.
Figure 6: The decision tree and deep tree learned from the 2-
dimensional parity function with the constructed product distribu-
tion. Subtrees with shadows of the same color are the same. The deep
tree merges identical subtrees and uses fewer leaves.

splits at the midpoint of a feature, and its child nodes split at the mid-
point of the same feature until this feature can no longer be split. Sec-
ondly, all nodes choose the same feature as the next splitting feature
and repeat the first requirement after one feature is split completely.
These two requirements lead to highly symmetric decision paths and
help deep trees learn parity functions efficiently.

The constructed product distribution makes learning parity func-
tions more efficient, compared with the uniform distribution. We
demonstrate 2-dimensional examples of parity functions with the
uniform distribution and the constructed product distribution in Fig-
ure 5. Consider the root node of a decision tree. For the uniform
distribution, the probability mass function is mirror symmetric along
both x = 2.5 and y = 2.5. Thus, there is no impurity change to
split any feature at any point, which leads to a random split at the
root node. While for the constructed product distribution, the prob-
ability mass distribution is mirror symmetric only along z = 2.5.
Thus, a vertical split breaks the symmetry and brings impurity de-
crease. In n-dimensional spaces, the uniform distribution has n axes
of symmetry, and it takes at least n layers in a decision tree to start
the reduction of impurity. While the constructed product distribution
only has 1 axis of symmetry since only fi is symmetric. Thus, the
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Figure 7: The purity gain in a decision tree with 6 layers when learning 6-dimensional parity functions with the constructed product distribution.
The first column demonstrates gains in the first, third, and fifth layers. The second and third columns show gains in the left and right child
nodes of the parent node in the first column, respectively. By the principle of maximizing purity gain, each parent node splits at the midpoint
of a feature, and its child node splits at midpoints of the same feature.

root node splits using x1, and the impurity decreases in each layer.
Furthermore, the constructed product distribution induces sym-
metric decision paths in a decision tree and makes deep trees more
efficient than decision trees. We demonstrate the decision tree and
deep tree learned from the 2-dimensional parity function with the
constructed product distribution in Figure 6. When learning using
decision trees, the learned tree is symmetric in the sense that the two
red subtrees are the same, and the two blue subtrees are the same.
When learning using deep trees with a suitable depth, the output of
the first tree, which is also the new feature in the second tree, au-
tomatically merges identical subtrees. For high-dimensional parity
functions with the constructed product distribution, numerical cal-
culation verifies that the distribution satisfies the two requirements
mentioned above when the input dimension n < 8. Due to the lim-
ited space, we demonstrate the verification of n = 6 in Figure 7 and
provide verification of all n < 8 in the supplementary materials. We
use Gini index as the measure of impurity and plot the purity gain
in a decision tree with 6 layers when learning 6-dimensional parity
functions with the constructed product distribution. As shown in the
first row, the first and second layers split at midpoints of the same
feature x1. Then z; only takes one value in each leaf and is removed
from the horizontal axis. In the third layer, the distributions in the 4
leaves are the same since all distributions are product distributions.
Thus, it suffices to consider the purity gain in one leaf. We repeat this
procedure and find that all nodes split at the midpoint of one feature,
and nodes in even-numbered layers split at the same feature as their
parent nodes. Therefore, the learned decision tree is highly symmet-
ric, and the number of identical subtrees is exponential with respect
to n. Then deep trees can reduce the model complexity exponentially.
The numerical verification of higher dimensions is difficult since the
4"-dimensional probability mass matrix exceeds storage limits.

5.2  Numerical simulation

In this subsection, we verify our theories by comparing the perfor-
mance of trees, deep trees, and random forests via simulation.

Datasets. We randomly sample 10° points from the probability
mass function p,,. Inputs are generated by perturbing all points with
random noises from the uniform distribution over [—0.5, 0.5]™. The
label of an input is the same as the output of the parity function on
its nearest integer lattice point., i.e.,

y(z) = c(xo) with xo = argming ¢ yn ' — x|,

where ¢(x) = (—1)I®I1 is the parity function. When some coordi-
nate of @ is 0.5, which happens with 0 probability and does not im-
pact on the performance, the minimizer is not unique, and the label
is randomly chosen. These 1,000,000 pairs of inputs and labels form
a dataset, of which 70% are used as a training set, and the remaining
30% are used as a test set.

Training and testing. We use the training set to train decision
trees (T), deep trees with depth 2 (DT-2), 3 (DT-3), and 4 (DT-4),
and random forests with 9 (RF-9), 19 (RF-19), and 29 (RF-29) trees.
The maximum depth of trees in these models varies from 1 to 15. The
Gini index is used as the splitting criterion. Other parameters use the
default values implemented by scikit-learn [36]. We test these models
on the test set and record the test accuracy.

Simulation results. In Figure 8, we plot the test accuracy with re-
spect to the total number of leaves, which equals the summation of
the number of leaves over all trees. We also provide the total num-
ber of leaves needed to achieve a test accuracy of 99% in Table 2.
Deep trees achieve high accuracy with the fewest number of leaves.
As the input dimension n increases, deeper deep trees become more
efficient, and the gap between deep trees and other models becomes
larger. These results support the power of depth in theories.

It is observed that random forests require a much larger number
of leaves in the simulation since there are plenty of labeled sam-
ples without label noise, which can be done with a single tree. In
such a task, diversity from random forests only takes more leaves and
hardly helps training. However, these results do not eliminate the im-
portance of width and diversity in deep forests since real-world data
usually has noise and a restricted number of samples.
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Table 2: The total number of leaves needed to achieve a test accuracy
of 99% using different models, where a horizontal line means failure
of achieving an accuracy of 99%, and the bold number indicates the
fewest number of leaves. Deep trees use the fewest number of leaves.

T DT-2 DT-3 DT4 RF9 RF-19 RF-29

n=2 16 15 22 16 385 507 783
n=4 251 57 42 57 3,142 5918 6,255
n=8 633 116 95 63 — 51,972 59,795

5.3 Real-world experiments

In this subsection, we verify our theories by comparing the perfor-
mance of deep forests and random forests with different tree sizes on
three real-world datasets.

Datasets. We select three widely used benchmark datasets of clas-
sification tasks from the UCI Machine Learning Repository [16]. The
datasets vary in size: from 2310 to 10992 instances, from 16 to 36
features, and from 6 to 10 classes. From the literature, these datasets
come pre-divided into training and testing sets. Therefore in our ex-
periments, we use them in their original format.

Training and testing. We use the training set to train ran-
dom forests with width in {50, 100, 200, 400, 800, 1600} and deep
forests with depth 2 and width in {25, 50, 100, 200, 400, 800}, so
that the total numbers of trees in both equal. We also set all the tree
sizes in {8, 16, 32} to show the influence of different sizes of trees
as base learners on the ensembles. Other parameters use the default
values implemented by scikit-learn [36]. We test these models on the
test set and record the test accuracy.

Benchmark results. We plot the test accuracy of random forests

and two-layer deep forests with different tree sizes and widths in Fig-
ure 9. Under equivalent tree size and number of trees, deep forests
consistently outperform random forests. Even when the width of
random forests significantly exceeds that of deep forests, its perfor-
mance struggles to match that of deep forests. These results demon-
strate that depth, compared to width, provides greater efficiency. It
is observed that the tree size of base learners plays a crucial role in
practice. While individual decision trees with larger tree sizes per-
form poorly, random forests and deep forests constructed from these
trees outperform those built with smaller tree sizes.

6 Conclusion

This paper provides the first comparison of tree size, width, and depth
from the aspect of expressiveness. We theoretically prove that depth
is more powerful than tree size and width when approximating parity
functions. Experiments show that our theoretical results are valid in
many objective function classes other than parity functions. In the
future, it is promising to investigate the learnability advantage [43,
45] of depth in deep forests and analyze the robustness of deep forests
when dealing with noisy data.
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